


 Most samples from target class 
 Rejection rate 
◦ % of training data points classified as outliers 
◦ Allows for presence of noise 
◦ Tolerable false positive rate 



 Hyperplane separating training samples 
from the feature space origin 
◦ May not always exist in original feature space 
◦  Feature space mapped to a Kernel space 
◦ With Gaussian kernel, hyperplane always 

exists 
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 Conditional probability representation: 

 This is actually a distribution 
 Classify as normal if: € 
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 Min, Max, Mean, Product 
 Applied to a-posteriori class probabilities 

under different models: Pi(wj | x) 
 Assuming uniform distribution for outliers 

can turn these rules into class-conditional 
probabilities 



 Average: 

 Product: 

 Min and Max rules similarly defined 
 Majority voting rule: Class voted for by 

majority of classifiers  
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  Features (2v-grams): frequencies of bytes that 
are v bytes apart 

  2562 features irrespective of v 
 Computed using a sliding window of size v

+2 
◦ Marginalized distribution 

  v=0 is the 2-gram model of PAYL 
 Combination to reconstruct sequence 

information 
  Feature clustering to reduce dimension 







 Generic attacks 
  Shell-code attacks 
 CLET attacks 
 PBA attacks 
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